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Meaning of ALMA Operations 
and the Joint ALMA 

Observatory 
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Principles:


 Non-experts should be able to use ALMA

♣ Dynamic scheduler to match observing conditions

♠ Reliable and consistent calibration

♦Data public in timely fashion
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Operation 
Support 

Facility (OSF)  

ALMA Operations Sites in Chile 

60 MB/s 
(peak) 

6 MB/s 
(average) 

Antenna 
Operations 
Site (AOS) 

Santiago Central 
Office (SCO) 

array scheduling + operations

quick-look, maintenance and repair 

issues of calls

PRC process

SB checks

pipeline data reduction

quality assessment

Population of the archive 
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•  Observations only in service observing mode with flexible (dynamic) 
scheduling.


•  Observations 24h/day interrupted by maintenance periods.

•  All observations executed in the form of scheduling blocks (SBs).

•  Default output: reliable images, calibrated according to the 

calibration plan.

•  The Joint ALMA Observatory (JAO) is responsible for the data 

product quality.

•  All science and calibration raw data are captured and archived. 

as in the ALMA Operations Plan 
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*Tokyo 
*Garching 

*Cvlle 

*Santiago 
*ALMA site 

ALMA Science Operations sites 
OSF, Santiago and the ARCs 
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ALMA Director 

Department of 
Computing 

Department of 
Engineering 

Department of 
Administration 

 ARCs 
(NA, EU, EA) 

Safety 
Executives 

(NA, EU, EA) HR EPO 

Department of 
Science Operations 

Joint ALMA Observatory (JAO) 

•  ALMA is operated by the JAO.

•  The ALMA Regional Centres (ARCs) form an integral part of 

JAO operations.  
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The Regional 
centres 
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ALMA Operations:  
Three ALMA Regional Centres - ARCs 

Joint ALMA Observatory 

NA ARC EU ARC 
(ESO) 

EA ARC 

NAOJ 

“Satellite” 
EU ARCs 

NAASC 

ARCs provide   
user interface,  
archive, 
software tools 
data delivery 
Astronomers on duty   

Enhanced User Services 

Enhanced services are 
needed to provide advanced 
user support, algorithm 
development, student 
programs, EPO, grants 

DSO provides: 
•  Array operations 
•  Scheduling of projects 
•  Execution of observations 
•  Data quality assurance  
   and trend analysis 
•  Calibration plan maintenance 
•  Delivery of data to the archives 
•  Archive operations 
•  Pipeline operations 
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Getting ALMA time 
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The User Portal: single sign-on 

Access to helpdesk, data archive and project tracker  
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Observers’ affiliation identified 
in User Portal profile  

•  Eligible Affiliations

•  Preferred ARC for 

support


NA EU EA Chile Non-ALMA  
member 

X X X 

X X X X X 
(checkbox; i.e. multiple 
selections allowed)


(radio button; i.e. only 
single selection allowed)
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Getting ALMA time 

 Joint ALMA Observatory issues calls for proposals 

•  Register on the ALMA web page


•  Prepare a proposal with the ALMA Observing Tool


•  user can contact their ARC node for assistance 

       European ARC provides documentation

  ALMA Observatory (with ARCs help) 

coordinates   refereeing process 

  Program Review Committee ranks proposals 

  Executives approval 

Phase I 

MAKE A PROPOSAL!  

Scientific case  
Instrument setup: frequency 
                                rms 

    S/N 
                                source extension 

    spatial resolution  
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ALMA sensitivity calculator 

Estimate observing time 
Customize number of antennas 
Vary conditions 
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the ALMA software shall offer an easy to use

interface to any user and should not assume

detailed knowledge of millimetre astronomy

and of the ALMA hardware


Project 
Structure 

Panel 
Editors 
Panel 

Template Panel Feedback Panel 

Overview Panel 

The ALMA observing tool 
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Getting ALMA time 

 Phase I: Proposals are submitted using ALMA 
Observing Tool 

 Phase II: Successful PIs submit observing 
programme using the Observing Tool


 Preparation of the scheduling blocks 

 European ARC helps with observation planning 
and validates observing schedule


Phase II 
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The ALMA observing tool 

More details on Wednesday 
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If you need help: helpdesk  
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The helpdesk 

Contacts with the users done 
through the helpdesk. 
i.e. need face-to-face support? 
Use the Helpdesk. 
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JAO ARCs 

PS Phase 1 

Project 

PRC 

PS Phase 2 

Technical 
feasibility 

Scheduling 

JAO Medium 
Term Queue 

Long 
Term Queue 

Archive 

ALMA DATA FLOW 

Blocks 
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Assessing data quality 
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Assessing Data Quality 
(Quality Assurance) 

•  Objective: Assess impact of ill-effects during data taking and 
reduction. Accept if impact is within specified ranges for all 
parameters. 


•  Assumption: Quality of data can be described by sets of single 
parameters. Joint effects of these parameters are second-order 
effects.


•  ALMA Approach: Breakdown of QA into broad steps that mimic 
data flow.


–  Data Taking:QA0 (SB-level) & QA1 (Observatory Tasks)

–  Data Reduction:QA2 (Science Pipeline)

–  Post Data Reduction:QA3 (Feedback from users)
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•  Deals with rapidly-varying calibration/quality parameters that 
have to be measured within the Science SBs (or sequences of 
SBs)


•  Done by AoDs in semi-real time

•  Based on QuickLook outputs, both displays/alarms and the 

Calibration Summary files. 

•  At the end of an SB or a sequence of SB repeats, the AoD will 

assess QA0 and decide whether the SBs are satisfactory. If so, 
it will force a state transition in Project Tracker from 
“Suspended” to “Fully Observed”. The AoD will also make a 
comment (in Project Tracker) to justify this, or make other 
comments.


•  Otherwise, it is set to “Broken” and from there it can be 
reinstated into the queue for re-observing


Assessing Data Quality 
(Q0) 
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Assessing Data Quality 
(Q0) 
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Assessing Data Quality 
(Q1) 

Deals with slowly varying parameters (>1 week) of the performance of the 
array that will be tackled by semi-periodic “Observatory Task” observations.

•Measured by AoDs

•Based on different reduction packages at this point

 but expected to converge to TelCal and CASA tasks
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Assessing Data Quality 
(Q2) 

• Issues detected during the data reduction process and in the final product 
(image datacube)

• mainly issues of consistency of calibrations within a given set of SB repeats, 
and sets observed with different arrays and/or configurations

• done with CASA scripts that will measure the parameters on the final 
products and (AQUA tool) searches of the logs output by the Science Pipeline


• Some of the parameters are more abstract and will be evaluated with a 
mixture of metrics (example, Imaging Quality) 

• Will be done at the SCO by PMG & DMG Astronomers and Fellows/Data 
Analysts
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Assessing Data Quality 
(Q3) 

Issues missed by all the other QA assessments

•represent deeper problems not been detected in tests of some specific 
observing modes, set-ups, etc

QA3 is all-encompassing, but most of calibration and processing problems 
should be picked up at QA2

•PIs will report the problems to their ARCs for evaluation

•If a problem is present, the ARCs will report the problem to DSO for 
resolution

•Depending on the steps required for resolution, it may require re-reduction of 
some of the data
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Getting ALMA data 
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  Queue based dynamic scheduling  

  Programs are composed of 30-60 min scheduling blocks 

   Raw data pass through multi-tiered quality assurance 

  Combination of on-site duty astronomer, ARC staff, and automated checks  

   Data proceeds to pipeline and archiving

  Data available from ARC (ESO)  maximum within ~2 weeks (quicker for small 

programmes)

  Pipeline products (images and calibrated u-v data), raw data, off-line data 

processing software made available to PIs

  Expert hands-on data reduction help from ARC nodes staff provided on 

request, helpdesk always available
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Main ALMA 
Archive 

ALMA 
Regional Centre 
North America 

ALMA 
Regional Centre 

Europe 

ALMA 
Regional Centre 

Japan/Asia 

ALMA 
Science 
Archive 

ALMA 
Frontend 
Archive 

Archive nodes at the OSF, SCO and the ARCs 

• ARC archive nodes delivered, 
commissioned and activated as soon 
as possible after SCO archive. 
• During science operations ARC 
nodes are synchronized with the 
central archive through internet 
(small data sets) or via physical 
media. OSF connected to SCO via high-bandwidth. It MUST be always 

possible to operate ALMA even if the internet link does not work 
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Data Available for download and/or 
on media 

•  Available data:

–  Raw UV visibilities

–  Calibration & flagging tables

–  Casapy reduction scripts

–  Imaging products (calibrated cubes & reference 

images)

– Source visibilities with calibration & flagging 
applied 
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Offline Data Processing 
•  Download CASA & CASA documentation/guides/use 

cases

–  Interface: JAO & ARC webs

–  Actors: JAO & ARCs, assembling & posting material


•  Attend CASA tutorial

– Interface & Actors: ARCs, including nodes 

•  Ask questions

–  Interface: helpdesk

–  Actor: ARCs


•  Visit an ARC node for face-to-face support 
–  Interface & Actors: ARCs, including nodes
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 suite of C++ application libraries packaged through

 a Python scripting interface

 extensively tested


C.A.S.A.: Common Astronomy Software Applications

  Primary goals: supporting the data post-processing

needs of the next generation of radio astronomical

telescopes such as ALMA and EVLA projects


The ALMA offline reduction 
package (CASA) 

CASA session on Wednesday 
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protoplanet 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In one command, CASA generates  
o  uv data (with thermal noise if desired) 
o  a dirty and cleaned image. 
o  a diagnostic window including 

•   your input 
•   the simulated image 
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In one command, CASA generates  
o  uv data (with thermal noise if desired) 
o  a dirty and cleaned image. 
o  a diagnostic window including 

•   your input 
•   the simulated image 
•   the difference 
•   uv coverage 
•   and dirty beam or PSF 



ALMA Early Science, IRAM Grenoble 29/11-1/12 2010


Proto-planetary disk   (band 9) 

Skymodel           Early Science       Full Array
            (30 mins)       (10 mins) 

E. Van Kampen 
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M51-type galaxy  (band 9) 

        Skymodel                 ES (30 min)                     ES (4h) 

Full 2 km array  (30 min)      Full 2 km array (4h)     Full 6 km array (4h) 

More details on Wednesday 
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The European ARC
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A Guide to the European ARC 
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The European ARC 

•  Non-core functions

Data reduction

–  Advanced pipeline

–  Extended archive support

–  Support for special projects

–  Science community activity:


      training, schools, workshops        

ALMA simulators 
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•  Participation to Commissioning Science Verification (2years)

•  Support the European users from proposal preparations to data 

delivery through the helpdesk

•  Validation of the Scheduling Blocks

•  Help in the technical assessment of the proposals

•  Provide help to the proposal handling team

•  Host and maintain a complete mirror of the ALMA archive

•  Delivered pipelined, calibrated data

•  Provide duties at the OSF during observations

•  Manage the ARC nodes


46 
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The ESO ARC staff 

ARC Astronomers: 
Scientific user support (proposal, SB, 
OSF duties, technical assessment, 

proposal handling) 
Help in managing the nodes 

ARC scientists 
Helpdesk, SW testing and 

implementation, SW feedback, 
archive queries 

Archive operations 
(system administration, 
data delivery, database) 

7 astronomers  5 scientists  

5 contractors 
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•  Provide one to one user support 
(proposal, SBs preparation, data 
reduction, archive research)


•  Participate in the helpdesk

•  Scientific community development 

•  New software and techniques

•  Advanced data reduction


•  Public relations and outreach
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•  Bonn-Bochum-Cologne, Germany (F. Bertoldi)

•  Current staff: Bonn: 2 staff astronomers (part-time 25-50%), 1 postdoc, IT support; Cologne: 4 staff 

astronomers (part time 5-10%); Bochum: 3 staff astronomers (part time 30%) + 2 COFUND Fellows


•  Bologna, Italy, (J. Brand)

•  Current staff: 5 staff astronomers (part-time), 3 postdocs, 1 technician, IT support, 1 staff position 

advertised + 1 COFUND Fellow


•  Onsala, Denmark, Sweden, Finland (J. Conway)

•  Current staff: 1 staff astronomers (at 30%), 1 astronomer + 1 SW engineer, maybe 1 more position


•  IRAM, Grenoble, France, Spain, Germany (F. Gueth)

•  Current staff: 5 IRAM staff share the task ALMA/PdB support (10-50 %) 1 postdoc, + 3 SW engineer + 

1 COFUND Fellows


•  Leiden, The Netherlands, (M. Hogerheijde)

•  Current staff: 2 staff astronomers (part-time) + 2 postdocs, + 1 COFUND Fellow


•  Manchester, United Kingdom (T. Muxlow)

•  Current staff: 4 staff astronomers (10-50%), 1 staff 100%,  + 1 COFUND Fellow


•  Ondřejov, Czech Republic (M. Karlický)

•  Current staff: 4 staff astronomers (10-50%), 1 SW engineer, IT support, 2 postdoc
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User support and helpdesk 

ARC nodes: f2f 
support, helpdesk, 
SW feedback, 

community activity 
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Helpdesk @ the EU ARC 

High-frequency observing  

Wide-field and high-dynamic-range imaging  

Molecular spectroscopy, catalogues, models 

Polarimetry 

Astrometry 

Multi-frequency synthesis  

Array combination imaging 

Solar physics 
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•  Start of CSV (Commissioning and Science Verification): Jan 2010 (3 
antennas at the AOS) 

•  ESDP (Early Science Decision Point): Nov 2010 (Board meeting) 
–  Mirror Archives in place 
–  ALMA User Portal activated 
–  ALMA Helpdesk activated 

•  Deadline for proposals (2011 Q2) 
–  PRC review procedure initiated 

•  Deadline for PRC final ranking (Autumn 2011) 
–  Preparation of SBs 

•  Start Early Science: Autumn 2011 
–  Take and deliver data 

•  Inauguration: September 2012 
–  More than 50 fully equipped antennas   


•  Baseline ALMA Construction Complete 2013


by the Call for Proposals

(Q1 2011)
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Early Science Operations 

•  Start Science Operations before the ALMA 
construction finishes 

•  Minimum requirements for Early Science 
•  Goals for Early Science 
•  Early Science Operations: two cycles (0 & 1) 

–  Cycle 0: 8 months scheduling period 
–  Cycle 1: One year scheduling period 
–  Time shared with commissioning. At most 33% of available 

time will be dedicated to ES observations. 
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